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Chapter 04.07 
LU Decomposition 
 
 
 
After reading this chapter, you should be able to: 

1. identify when LU decomposition is numerically more efficient than Gaussian 
elimination, 

2. decompose a nonsingular matrix into LU, and 
3. show how LU decomposition is used to find the inverse of a matrix. 

 
I hear about LU decomposition used as a method to solve a set of simultaneous linear 
equations.  What is it? 
We already studied two numerical methods of finding the solution to simultaneous linear 
equations – Naïve Gauss elimination and Gaussian elimination with partial pivoting.  Then, 
why do we need to learn another method?  To appreciate why LU decomposition could be a 
better choice than the Gauss elimination techniques in some cases, let us discuss first what 
LU decomposition is about. 
For a nonsingular matrix [ ]A  on which one can successfully conduct the Naïve Gauss 
elimination forward elimination steps, one can always write it as 

[ ] [ ][ ]ULA  =  
where 

[ ]L = Lower triangular matrix 
[ ]U  = Upper triangular matrix 

Then if one is solving a set of equations 
][]][[ CXA = ,  

then 
[ ][ ][ ] [ ]CXUL =   as [ ][ ]( )ULA  ][ =  

Multiplying both sides by [ ] 1−L , 
[ ] [ ][ ][ ] [ ] [ ]CLXULL    11 −− =    
[ ][ ][ ]XUI = [ ] [ ]CL 1−  as [ ] [ ]( )][1 ILL =−  
[ ][ ] [ ] [ ]CLXU 1−=  as [ ][ ]( )][UUI =  

Let 
[ ] [ ] [ ]ZCL =−1  

then 
[ ][ ] [ ]CZL =        (1) 

and 
[ ][ ] [ ]ZXU =        (2) 
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So we can solve Equation (1) first for ][Z  by using forward substitution and then use 
Equation (2) to calculate the solution vector [ ]X  by back substitution. 
This is all exciting but LU decomposition looks more complicated than Gaussian 
elimination.  Do we use LU decomposition because it is computationally more efficient 
than Gaussian elimination to solve a set of n equations given by [A][X]=[C]? 

For a square matrix ][A  of nn ×  size, the computational time1 DECT |  to decompose the ][A  
matrix to ]][[ UL  form is given by 

DECT |  = 







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3
204

3
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3 nnnT ,  

where  
 T = clock cycle time2.  
The computational time FSCT |  to solve by forward substitution [ ][ ] [ ]CZL =  is given by 

FSCT |  = ( )nnT 44 2 −  
The computational time BSCT |  to solve by back substitution [ ][ ] [ ]ZXU =  is given by 

BSCT |  = ( )nnT 124 2 +  
So, the total computational time to solve a set of equations by LU decomposition is 

LUCT | = DECT | + FSCT | + BSCT |  

           = 
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           = 







++

3
412

3
8 2

3 nnnT  

 
 
Now let us look at the computational time taken by Gaussian elimination.  The computational 
time FECT |  for the forward elimination part, 

FECT | = 







−+

3
328

3
8 2

3 nnnT ,  

and the computational time BSCT |  for the back substitution part is 

BSCT |  = ( )nnT 124 2 +  

                                                 
 
 
1 The time is calculated by first separately calculating the number of additions, subtractions, 
multiplications, and divisions in a procedure such as back substitution, etc.  We then assume 
4 clock cycles each for an add, subtract, or multiply operation, and 16 clock cycles for a 
divide operation as is the case for a typical AMD®-K7 chip. 
http://www.isi.edu/~draper/papers/mwscas07_kwon.pdf 
2 As an example, a 1.2 GHz CPU has a clock cycle of ns833333.0)102.1/(1 9 =×  

http://www.isi.edu/~draper/papers/mwscas07_kwon.pdf
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So, the total computational time GECT |  to solve a set of equations by Gaussian Elimination 
is 

GECT | = FECT | + BSCT |  

= 

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The computational time for Gaussian elimination and LU decomposition is identical. 
 
This has confused me further!  Why learn LU decomposition method when it takes the 
same computational time as Gaussian elimination, and that too when the two methods 
are closely related.  Please convince me that LU decomposition has its place in solving 
linear equations!  

We have the knowledge now to convince you that LU decomposition method has its 
place in the solution of simultaneous linear equations.  Let us look at an example where the 
LU decomposition method is computationally more efficient than Gaussian elimination.  
Remember in trying to find the inverse of the matrix ][A  in Chapter 04.05, the problem 
reduces to solving n  sets of equations with the n  columns of the identity matrix as the RHS 
vector.  For calculations of each column of the inverse of the ][A  matrix, the coefficient 
matrix ][A  matrix in the set of equation [ ][ ] [ ]CXA =  does not change.  So if we use the LU 
decomposition method, the [ ] [ ][ ]ULA =  decomposition needs to be done only once, the 
forward substitution (Equation 1) n  times, and the back substitution (Equation 2) n  times. 

Therefore, the total computational time LUinverseCT |  required to find the inverse of a 
matrix using LU decomposition is  

LUinverseCT | = DECT |1× + FSCTn |× + BSCTn |×  

      = 





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In comparison, if Gaussian elimination method were used to find the inverse of a matrix, the 
forward elimination as well as the back substitution will have to be done n times.  The total 
computational time GEinverseCT |  required to find the inverse of a matrix by using Gaussian 
elimination then is  

GEinverseCT | = FECTn |× + BSCTn |×  

      = ×n 



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Clearly for large n , GEinverseCT | >> LUinverseCT |  as GEinverseCT |  has the dominating terms of 4n  

and LUinverseCT | has the dominating terms of 3n .  For large values of n , Gaussian elimination 
method would take more computational time (approximately 4/n  times – prove it) than the 
LU decomposition method.  Typical values of the ratio of the computational time for 
different values of n  are given in Table 1. 
 
Table 1 Comparing computational times of finding inverse of a matrix using LU 
decomposition and Gaussian elimination. 

n  10 100 1000 10000 
GEinverseCT | / LUinverseCT |  3.28 25.83 250.8 2501 

 
Are you convinced now that LU decomposition has its place in solving systems of equations?  
We are now ready to answer other curious questions such as  
1)  How do I find LU matrices for a nonsingular matrix ][A ?  
2) How do I conduct forward and back substitution steps of Equations (1) and (2), 
respectively? 
 
How do I decompose a non-singular matrix ][A , that is, how do I find [ ] [ ][ ]U LA = ? 

If forward elimination steps of the Naïve Gauss elimination methods can be applied on a 
nonsingular matrix, then [ ]A  can be decomposed into LU as 
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The elements of the [ ]U  matrix are exactly the same as the coefficient matrix one obtains at 
the end of the forward elimination steps in Naïve Gauss elimination. 
The lower triangular matrix [ ]L  has 1 in its diagonal entries.  The non-zero elements on the 
non-diagonal elements in [ ]L  are multipliers that made the corresponding entries zero in the 
upper triangular matrix [ ]U  during forward elimination. 
Let us look at this using the same example as used in Naïve Gaussian elimination. 
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Example 1 
Find the LU decomposition of the matrix 

[ ]















=

112144
1864
1525

A  

Solution 

[ ] [ ][ ]ULA =   

     































=

33

2322

131211

3231

21

00
0

1
01
001

u
uu
uuu



  

The [ ]U  matrix is the same as found at the end of the forward elimination of Naïve Gauss 
elimination method, that is 

[ ]















−−=

7.000
56.18.40

1525
U  

To find 21  and 31 , find the multiplier that was used to make the 21a  and 31a  elements zero 
in the first step of forward elimination of the Naïve Gauss elimination method.  It was 

25
64

21 =  

      56.2=  

25
144

31 =  

      76.5=  
To find 32 , what multiplier was used to make 32a  element zero?  Remember 32a  element 
was made zero in the second step of forward elimination.  The [ ]A  matrix at the beginning of 
the second step of forward elimination was 

















−−
−−

76.48.160
56.18.40

1525
 

So 

8.4
8.16

32 −
−

=  

       5.3=  
Hence 

[ ]















=

15.376.5
0156.2
001

L  

Confirm [ ][ ] [ ]AUL = . 
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[ ][ ]















−−
















=

7.000
56.18.40

1525

15.376.5
0156.2
001

UL  

          















=

112144
1864
1525

 

 
Example 2 
To find the number of toys a company should manufacture per day to optimally use their 
injection-molding machine and the assembly line, one needs to solve the following set of 
equations.  The unknowns are the number of toys for boys, 1x , the number of toys for girls, 

2x , and the number of unisexual toys, 3x . 
















=

































− 0
1260
756

00.000.105.1
3333.06667.01667.0
6667.01667.03333.0

3

2

1

x
x
x

 

Find the values of 1x , 2x , and 3x  using LU Decomposition Method. 
Solution 

[ ] [ ][ ]































==

33

2322

131211

3231

21

00
0

1
01
001

u
uu
uuu

ULA


  

The [ ]U  matrix is the same as the one found at the end of the forward elimination steps of the 
naïve Gauss elimination method. 
 
Forward Elimination of Unknowns 
Since there are three equations, there will be two steps of forward elimination of unknowns. 

 
















− 00.000.105.1
3333.06667.01667.0
6667.01667.03333.0

 
First step 
Divide Row 1 by 0.3333 and multiply it by 0.1667, that is, multiply Row 1 by 

50015.03333.01667.0 = . Then subtract the results from Row 2. 

             =× )50015.0(1 Row  
00.000.105.1

00015002.058332.00
6667.01667.03333.0

















−
−  

 
Divide Row 1 by 0.3333 and multiply it by 1.05, that is, multiply Row 1 by 

1503.33333.005.1 = . Then subtract the results from Row 3. 
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=× )1503.3(1 Row  
1003.25252.10

00015002.058332.00
6667.01667.03333.0

















−−
−  

Second step 
We now divide Row 2 by 58332.0  and multiply it by 5252.1− , that is, multiply Row 2 by 

6146.258332.05252.1 −=− . Then subtract the results from Row 3. 

 
1007.200

00015002.058332.00
6667.01667.03333.0

)6146.2(2 Row
















−
−=−×  

[ ]
















−
−=

1007.200
00015002.058332.00

6667.01667.03333.0
U  

Now find [ ]L . 

[ ]















=

1
01
001

3231

21



L   

From the first step of forward elimination, 

50015.0
3333.0
1667.0

21 ==  

1503.3
3333.0
05.1

31 ==

  
From the second step of forward elimination, 

6146.2
58332.0

5252.1
32 −=

−
=   

Hence 

[ ]
















−
= 6

16146.21503.3
0150015.0
001

L  

Now that [ ]L  and [ ]U  are known, solve [ ][ ] [ ]CZL =  
















=

































− 0
1260
756

16146.21503.3
0150015.0
001

3

2

1

z
z
z

 

to give 
7561 =z  

126050015.0 21 =+ zz  
0)6146.2(1503.3 321 =+−+ zzz  
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Forward substitution starting from the first equation gives 
7561 =z  

12 50015.01260 zz −=  
75650015.01260 ×−=  

89.881=  
213 )6147.2(1503.30 zzz −−−=  

89.881)6147.2(7561503.30 ×−−×−=  
864.75−=  

Hence 

[ ]
















−
=
















=

864.75
89.881

756

3

2

1

z
z
z

Z  

Now solve [ ][ ] [ ]ZXU = . 

















−
=

































−
−

864.75
89.881

756
  

1007.200
00015002.058332.00

6667.01667.03333.0

3

2

1

x
x
x

 

7566667.01667.03333.0 321 =++ xxx  
89.881)00015002.0(58332.0 32 =−+ xx  

864.751007.2 3 −=− x  
From the third equation, 

864.751007.2 3 −=− x  

1007.2
864.75

3 −
−

=x  

          113.36       =  
Substituting the value of 3x  in the second equation, 

89.881)00015002.0(58332.0 32 =−+ xx  

58332.0
)00015002.0(89.881 3

2
x

x
−−

=  

 
58332.0

113.36)00015002.0(89.881    ×−−
=  

 8.1511    =  
Substituting the values of 32  and xx  in the first equation, 

7566667.01667.03333.0 321 =++ xxx  

3333.0
6667.01667.0756 32

1
xx

x 
−−

=
 

3333.0
113.366667.08.15111667.0756     ×−×−

=  

 8.1439    =  
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The solution vector is 
















=

















113.36
9.1511
8.1439

3

2

1

x
x
x

 

 
How do I find the inverse of a square matrix using LU decomposition? 

A matrix [ ]B  is the inverse of [ ]A  if 
[ ][ ] [ ] [ ][ ]ABIBA   == .   

How can we use LU decomposition to find the inverse of the matrix?  Assume the first 
column of [ ]B  (the inverse of [ ]A ) is  

T
11211 ]......[ nbbb  

Then from the above definition of an inverse and the definition of matrix multiplication 

[ ]


















=



















0

0
1

1

21

11



nb

b
b

A  

Similarly the second column of [ ]B  is given by 

[ ]


















=



















0

1
0

2

22

12



nb

b
b

A  

Similarly, all columns of [ ]B  can be found by solving n  different sets of equations with the 
column of the right hand side being the n  columns of the identity matrix. 
  
Example 3 
Use LU decomposition to find the inverse of  

[ ]















=

112144
1864
1525

A  

Solution 
Knowing that 

[ ] [ ][ ]ULA =  

     















−−
















=

0.700
1.564.80
1525

 
15.376.5
0156.2
001

 

 
We can solve for the first column of [ ] 1][ −= AB by solving for 
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














=

































0
0
1

 
112144
1864
1525

31

21

11

b
b
b

 

First solve 
[ ][ ] [ ]CZL = ,  

that is 
















=

































0
0
1

15.376.5
0156.2
001

3

2

1

z
z
z

 

to give 
11 =z   

056.2 21 =+ zz  
05.376.5 321 =++ zzz  

Forward substitution starting from the first equation gives 
1 1 =z  

12 5620 z. z −=  
     ( )156.20 −=  
     56.2−=  

213 5.376.50 zzz −−=  
     ( ) ( )56.25.3176.50 −−−=  
     2.3=  

 Hence 

[ ]















=

3

2

1

z
z
z

Z  

     















−=

2.3
56.2

1
 

Now solve 
[ ][ ] [ ]ZXU =  

that is 
















−=
































−−

3.2
2.56
1

  
7.000
56.18.40

1525

31

21

11

b
b
b

 

1525 312111 =++ bbb  
56.256.18.4 3121 −=−− bb  

2.37.0 31 =b  
Backward substitution starting from the third equation gives 
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7.0
2.3

31 =b  

      571.4=  

8.4
56.156.2 31

21 −
+−

=
b

b  

      
8.4

)571.4(56.156.2
−
+−

=  

      9524.0−=  
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      04762.0=  
Hence the first column of the inverse of [ ]A  is 
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Similarly by solving  
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and solving 
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1A  

Can you confirm the following for the above example?   
[ ][ ] [ ] [ ] [ ]AAIAA 11 −− ==  
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